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from Classics towards Contemporary
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Abstract—Fault-tolerant distributed algorithms—such as agreement, reliable broadcast, and consensus—lie at the heart of distributed systems. Although these algorithms are tiny in comparison to the rest of the system code, they are hard to design and verify. In this short research statement, we discuss the Byzantine model checker, which was developed for automatic verification of asynchronous fault-tolerant distributed algorithms. Further, we discuss the challenges that are posed by contemporary protocols for Blockchain consensus.

1. Introduction

Fault-tolerant distributed algorithms are difficult to design right. Not surprisingly, they are even harder to verify. In [8], we noticed that there was a significant gap even between the textbook fault-tolerant distributed algorithms and the capabilities of the actual verification and bug finding tools, e.g., model checkers. The main challenges for model checking are as follows:

i. Lack of formal specifications: algorithms usually come in pseudo-code, and their formalization is tricky;

ii. Parameterization: one has to prove an algorithm being correct for all possible system sizes, e.g., independently of how many processes are in the distributed system;

iii. Faults: Since faults perturb the distributed system, they significantly increase the degree of non-determinism in the system and the global state space.

In Section 2, we give a short overview of the techniques that address the agenda of [8]. In Section 3, we discuss the new challenges posed by new distributed protocols such as Blockchain consensus.

2. Classics: Byzantine Model Checker

The Byzantine model checker (ByMC [2]) verifies fault-tolerant algorithms that work under the assumptions of asynchronous reliable communication: (a) a fraction of processes may fail—crash or exhibit Byzantine behavior, (b) the correct processes make infinitely many steps, and (c) a message sent by a correct process is eventually received by every correct process. The examples of such algorithms are: reliable broadcast [15], consensus in one communication step [14], atomic commitment with failure detectors [6], [13]. Importantly, these algorithms are parameterized with: the number of processes \( n \), the upper bound on the number of faulty processes \( t \), the number of actual faults \( f \leq t \). The algorithms are resilient to faults, when the parameters satisfy the resilience condition, typically, \( n > 3t \) or \( n > 2t \).

In ByMC, each correct process is modelled as a threshold automaton. For example, the threshold automaton in Figure 1 models the algorithm for Asynchronous Byzantine Agreement [4]. The effect of sending a message to all processes is expressed by an increment of a shared variable, which stores the number of messages sent by the correct process. Thus, \( x \leftarrow x+1 \) means new messages from the correct processes. (To be precise, \( x \leftarrow x+1 \) means new messages from the correct processes. (To enforce that every correct process eventually receives at least \( y \) messages, we write fairness constraints in linear temporal logic). Byzantine processes may add—but do not have to—up to \( f \) messages, and thus the above expression becomes \( y \geq t+1-f \). The distributed system is thus modelled as a composition of threshold automata. Depending on the type of faults, we run either \( n-f \) instances (Byzantine faults), or \( n \) instances (crashes). Details on our modeling decisions and threshold automata can be found in [7], [9].

\[
\begin{align*}
    x & \geq \lceil (n+t)/2 \rceil - f \Rightarrow x_+ \\
    y & \geq t+1-f \Rightarrow y_+ \\
    x & \geq \lceil (n+t)/2 \rceil - f \Rightarrow y_+ \\
    y & \geq t+1-f \Rightarrow y_+ \\
\end{align*}
\]

Figure 1. A threshold automaton for Byzantine agreement [4]

ByMC verifies, whether safety and liveness properties hold for the systems of threshold automata, for all the combinations of parameters that satisfy the resilience condition, e.g., \( n > 3t \). This is done by encoding the bounded model checking problem with an SMT solver. Although
bounded model checking is incomplete in general, ByMC relies on the short counterexample property for threshold automata [7], which states that it is sufficient to explore the executions of certain shapes within the precomputed bounds.

Importantly, ByMC provides the user with a counterexample, if there is an instance of the system that violates one of the properties. A counterexample is a sequence of steps by threshold automata for fixed parameters (e.g., for \( n = 4 \), \( t = 1 \), and \( f = 1 \)).

Recently, the verification technique of ByMC was applied in a synthesis loop [11], in order to automatically find the thresholds, such as \( t + 1 - f \) and \( 2t + 1 - f \) in Figure 1.

3. Contemporary: Challenges and Approaches

The approach of ByMC has been successful, due to good understanding of the computation model of reliable communication, which is a standard textbook material. The situation is different with the new protocols such as Blockchain consensus. In this note, we follow the layered view of Blockchain by Abraham & Malkhi [3].

Needless to say, when one considers Blockchain protocols instead of the textbook algorithms, the problems emphasized in [8] do not disappear. Most importantly, one needs a formal specification of the protocol just to start the verification efforts. Pseudo-code alone does not help when the underlying computational model is not well-understood. On top of that, Blockchain adds more challenges:

- **Computational and resource thresholds.** The textbook algorithms assume that the parameters \( n, t, \) and \( f \) are fixed for each run and use thresholds such as \( t + 1 \). Blockchain protocols use other kinds of thresholds such as the amount of computational power or the amount of resources.
- **Hashing.** Related to the thresholds, hash functions play a central role in Blockchain.
- **Multiple transactions.** In contrast to reliable broadcast [15], one cannot reason about one Blockchain transaction in isolation, but reasons about the longest chains.
- **Synchrony assumptions.** As the Byzantine processes may counterbalance their low computational power by incurring long delays, Blockchain assumes limits on the asynchrony in the system.

In view of all these challenges combined, one would probably need years of research to invent new parameterized model checking techniques similar to [7]. We believe that a more pragmatic approach would be to let the users specify the emerging protocols in a language that does not restrict the computational model at all. As a concrete example, we are assuming that fault-tolerant protocols are specified in TLA\(^+\) [10], which recently received attention of distributed system designers [12].

Having specified a protocol in TLA\(^+\), the users have two choices: write mechanical proofs with the TLA\(^+\) proof system [5], or use a model checker such as TLC [16]. While TLC does not require much effort from the user, it is challenging for TLC to scale to complex protocols. We are currently developing the new APALACHE model checker [1], which is using bounded model checking techniques and SMT solvers as reasoning back-ends.

4. Conclusions

We hope that this note will raise awareness among the research community on the need for formal specification of the emerging protocols. Such specifications are of ultimate importance for development of new verification tools.
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